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Abstract: The luminance contrast of a visual stimulus is known to modulate the response properties of
areas V1 and the human MT complex (hMT1), but has not been shown to modulate interactions
between these two areas. We examined the direction of information transfer between V1/V2 and
hMT1 at different stimulus contrasts by measuring magnetoencephalographic (MEG) responses to
moving and stationary stimuli presented centrally or peripherally. To determine the direction of infor-
mation flow, the different response latencies among stimuli and hemispheres in V1/V2 was compared
with those of hMT1. At high contrast, responses to stimulus motion and position began in V1/V2, and
were followed in hMT1 with a delay between 34 and 55 ms. However, at low contrast, lateralized
responses in hMT1 came first, with those in V1/V2 lagging with a delay of 27 ms. Also, at high con-
trast, stationary stimuli produced greater responses than motion stimuli in V1/V2, while the reverse
was true in hMT1, whose response lagged behind the initial response in V1/V2. The same activation
order was found using Mutual Information Analysis of the response variances for each condition.
Here, the response variances in hMT1 mimicked and trailed those of V1/V2 at high contrast, whereas
the reverse was true at low contrast. Such consistent interactions found using two different methodolo-
gies strongly supports a processing link between these two areas. The results also suggest that feed-
back from hMT1 for low-contrast stimuli compensates for unresolved processing in V1/V2 when the
input of a visual image is weak. Hum Brain Mapp 30:147–162, 2009. VVC 2007 Wiley-Liss, Inc.
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INTRODUCTION

The parieto-temporo-occipital area known as the human
medial temporal complex (hMT1) responds more strongly
to moving than stationary patterns [Cheng et al., 1995;
Dumoulin et al., 2000; Huk et al., 2002; Sunaert et al., 1999;
Tootell et al., 1995; Zeki et al., 1991]. MT in monkeys has
direct anatomical connections with the primary visual area
(V1) [Maunsell and van Essen, 1983], and their feed-for-
ward and feedback processing have been well explored
[for review, see Born and Bradley, 2005]. For example, Sil-
lito and colleagues have recognized the role of feedback
circuits from MT to V1 in their ability to ‘‘shape’’ bottom-
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up inputs from V1, similar to the reciprocal connections
V1 maintains with LGN [Sillito et al., 2006]. V1 is also
known to send direction-selective signals [Movshon and
Newsome, 1996] that increase the direction selectivity of
MT neurons [Girard et al., 1992]. Conversely, MT may
reinforce this process by selecting coherent inputs from V1
through feedback connections. This would be particularly
beneficial when input signals from V1 are weak due to
conditions such as low contrast. Under such conditions,
we hypothesized that MT may attempt to compensate for
weak V1 signals, an effect that should be discernable by a
greater or earlier activation relative to V1, as compared
with conditions in which the stimulus was more salient.
There exist models of visual processing which suggest

that local information detected in V1 is further processed
in MT to reduce noise [Qian and Andersen, 1994; Snowden
et al., 1991], and to derive structure from motion
[Andersen and Bradley, 1998]. In the absence of this for-
ward pathway, based on the recording of V1 activity
under conditions of MT inactivation, Hupe et al. [1998]
concluded that the feedback from MT serves to differenti-
ate figure from ground in V1. In humans, transcranial
magnetic stimulation (TMS) has demonstrated the impor-
tance of feedback from hMT1 to V1 (a process taking
from 5 to 50 ms) in visual motion awareness [Pascual-
Leone and Walsh, 2001; Silvanto et al., 2005a]. Another
TMS study revealed that critical periods for awareness in
V1 exist before (40–60 ms from stimulus onset) and after
(80–100 ms) a critical period in hMT1 (60–80 ms), but did
not overlap [Silvanto et al., 2005b], implying feed-forward
and feedback dynamics between these areas. Together,
these findings suggest that MT plays an important role in
integrating and interpreting motion signals generated by
V1, and may be additionally taxed when incoming motion
signals are weak.
Despite the progress in understanding the interaction

between V1 and hMT1, its dependence on stimulus prop-
erties is poorly understood. However, it is known that
neurons in all areas of V1 and MT modify their response
properties at low luminance contrast to increase their sen-
sitivity to weak signals [Kapadia et al., 1999; Levitt and
Lund, 1997; Pack et al., 2005; Sceniak et al., 1999]. In
humans, as stimulus contrast decreases, activation in V1
dramatically drops, but hMT1’s response is largely unaf-
fected [Tootell et al., 1995]. Whether the interaction
between V1 and MT is also affected by luminance contrast
is a key unanswered question. A finding of a contrast-
dependent effect would be indicative of MT’s active role
in enhancing weak bottom-up motion signals. Accordingly,
if MT reinforces motion signals through feedback, its role
should be more apparent when the input signal is weak,
as in the case of low-contrast motion stimuli.
In the current study, we applied the term activation shift

when a delayed association was found between the
responses of these two areas. Such an effect is indicative of
information transfer. Thus, the current study aimed to
detect a possible activation shift between V1/V2 and hMT1

induced by differences in stimulus contrast. The positive
and negative response delays in V1/V2 linked to hMT1 are
a key indicator of this direction. In our investigations, we
recorded neural activities at high temporal resolution using
MEG.
Previous studies have often compared the onset latencies

of the initial responses between brain areas to elucidate
signal pathways [Foxe and Simpson, 2002; Inui and Kakigi,
2006; Schmolesky et al., 1998]. The difference in our
approach is that we examined the latencies for the peaks
obtained from stimulus condition comparisons. By using sev-
eral dimensions of stimulus modulations, we created an
activation ‘‘signature’’ whose shift could be tracked from
one area to another. Thus, in the current study, we provide
evidence for a direct interaction between V1/V2 and
hMT1 by examining the shift of activation dependence on
stimulus conditions.
We examined the peak latencies of response variances

resulting from the varying of conditions such as stimulus
motion and location, as well as the response variances of
stimulus-induced lateralization effects. We interpreted the
presence of a significant motion effect in V1/V2 before a
similar effect in hMT1 as an indication of a stimulus-
dependent activation that propagated from V1/V2 to hMT1.
Accordingly, we examined the shift in these dependencies
for the averaged response across trials in each stimulus con-
dition.
We also examined the activation shift for response varian-

ces within each stimulus condition. In this case, our
approach was to use Mutual Information Analysis (MI)
[Shannon, 1948] to detect associations in the response var-
iances. For example, when the response variance in V1/V2
was found to be associated with a later response variance
in hMT1, we considered this an activation shift from V1/
V2 to hMT1 with a positive delay.

MATERIALS AND METHODS

Subjects

Eight, healthy, right-handed drug-free men participated
in the experiment. Right-handedness was determined by
the 10-item Edinburgh handedness inventory [Oldfield,
1971]. Their ages ranged from 25 to 36 years, with a mean
age of 30 years. All experimental procedures were under-
taken with the understanding and written consent of each
subject, and conformed to The Code of Ethics of the World
Medical Association (Declaration of Helsinki), and were
approved by the RIKEN Ethics Committee.

Visual Stimuli and Task

Each subject was comfortably seated inside a magneti-
cally shielded room (3 3 4 3 2.4 m3, NKK, Japan). Visual
stimuli were back-projected on a screen (39 3 29 deg) by a
digital-light-processing projector (HL8000Dsx1, NEC,
Tokyo, Japan) placed outside the shielded room. The distance
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from the subject to the screen was 58 cm. The projector
had a frame rate of 96 Hz and a spatial resolution of 0.038
deg per pixel. Given that screen luminance decays with ec-
centricity, the uncorrected intensity of central stimuli tends
to be greater than peripheral stimuli (a difference greater
than fourfold in our experimental environment). In addi-
tion, the luminance may vary among peripheral areas
(e.g., 50% difference at maximum). To correct for these
conditions, first, we strongly reduced central luminance
with two central neutral-density filters (PRO ND8, Kenko,
Tokyo, Japan). The remaining luminance difference was
precisely corrected by controlling the luminance gain of
the projector at a spatial resolution of 2 deg with a linear
interpolation map uploaded to the projector. The lumi-
nance was adjusted for a viewing range of 29 3 18 deg
from the subject’s viewpoint. The resulting minimum-to-
maximum luminance ratio during the experiments ranged
from 1.03 to 1.12, with an average of 1.08. When compared
with other MEG studies in which a simple screen was
used for stimulus presentation, we believe our improved
method afforded more precise examination of visual field
asymmetries.
A random dot pattern was presented peripherally to

one of: top-right, top-left, bottom-right, or bottom-left
locations (eccentricity, 8 deg; pattern size, 8 deg in diame-
ter; dot size, 0.15 deg; density, 5 dots/deg2), or centrally,
(pattern size, 2 deg in diameter; dot size, 0.038 deg; den-
sity, 80 dots/deg2) [see Fig. 1(A)]. The size and eccentric-
ity of the peripheral stimuli were chosen so as to control
for the cortical magnification factor relative to the central
stimuli [Rovamo and Virsu, 1979]. Dots were either sta-
tionary or expanding at 15 deg/s in the periphery, and
3.8 deg/s in the central areas. We manipulated the dot
lifetime for the motion stimuli to keep the dot distribu-
tion uniform. Each dot was presented for 200 ms, and
then disappeared and randomly reappeared at a new
location in an asynchronous manner. Low-contrast (0.2 by
the Michelson definition) and high-contrast (0.8) stimuli
were created by setting the dot luminance to 10.5 and
63 cd/m2 respectively, and the background luminance to
7 cd/m2. The shielded room was dark, with the stimuli
as the only source of light. The stimuli were generated by
Presentation software (Neurobehavioral systems, Version
0.80, Albany, CA). The image signal from the stimulus
computer was synchronized with the frame transition of
the projector.
The subjects were instructed to fixate a black dot (0.076

deg in size; luminance 0.08 cd/m2) at the center of the
screen. To maintain arousal, the subjects were asked to
quickly lift the index finger of their right hand from an
optic button when the color of the fixation square changed
to red [Fig. 1(B)]. This color change was rare and unpre-
dictable. Both the random dot patterns and the red fixation
square were presented for 300 ms with an inter-stimulus
interval of 700 6 100 ms. In each run, each stimulus condi-
tion (5 locations; motion/static; 2 contrasts) was presented
15 times (e.g., in 15 trials) and the color of the fixation

square changed 1, 2, or 3 times at random points during
the run. All subjects performed 10 such runs.

Data Acquisition and Preprocessing

Magnetic field responses were measured with a whole-
head MEG system (Omega, CTF Systems, Vancouver, Can-
ada). On the inner, lower surface of the helmet-shaped
dewar, 151 primary sensors are uniformly distributed with
a separation of 3.1 cm. Each sensor is a first-order axial
gradiometer consisting of two coils with a diameter of
2 cm and axial separation of 5 cm. In addition, 29 refer-
ence sensors (9 magnetometers and 20 gradiometers) are
placed above the primary sensors to construct a high-order
gradiometer, which effectively eliminates environmental
noise [Vrba and Robinson, 2001].
The subject’s eye movement artifacts and heart function

were simultaneously measured with a horizontal electroo-
culogram (EOG) (1 cm lateral to the left and right outer
canthus of the eyes), a vertical EOG (1 cm above and
below the left eye), limb electrocardiogram (ECG) (on the
left and right wrists and the left ankle), and lead V2 ECG
(at the height of the nipple 2 cm left of the midline) for
off-line noise reduction. In addition, we recorded the sig-
nal from a photodiode attached to the screen frame on the
side opposite the subjects to measure the actual stimulus

Figure 1.

(A) Random dot patterns were presented either centrally or to

one of four quadrant areas. In motion stimuli, dots moved out-

ward from the center of the pattern (schematic red arrows). (B)

Representation of the stimulus sequence. The subjects were

instructed to fixate the central square and to release a button

when the color of the fixation square changed from black to red.
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timing upon which the analysis was based. MEG, EOG
and ECG data were recorded continuously during each
run. The recording time of each run was 302 s on average.
The subject’s head location was recorded at the beginning
and the end of each run, using three coils attached to the
scalp—one close to the nasion, and two close to the left
and right preauricular points. When the head movement
during a run exceeded 6 mm, the recording of the run was
repeated.
The signals were low-pass filtered below 200 Hz

(second-order), and sampled at 625 Hz. The environmental
noise was removed from the MEG signals by using the ref-
erence channels to form a third gradient of the magnetic
field, as described earlier. After DC-offset removal, the sig-
nals were band-pass filtered below 200 Hz and above 3 Hz
(fourth order), and notch-filtered to eliminate power line
noise and harmonics at 50, 100, 150, and 200 Hz (second-
order, half-width 3 Hz) using CTF software (designed for
filtering and constructing high-order gradiometers, etc.).
We extracted trials from each run, between 300 ms before
and 600 ms after the onset of the stimulus. The EOG signal
was visually inspected, and any trials that contained blinks
or saccadic eye movements around the stimulus presenta-
tion (2100 to 1300 ms from the onset) were discarded.
For all subjects, more than 10 trials remained for each run
and stimulus condition (14.5 trials on average). Independ-
ent Component Analysis (ICA) was then applied, and
components correlated to the EOG and ECG signals were
eliminated to remove the subjects’ heart-beat and eye-blink
artifacts [Jahn et al., 1999]. The preprocessed signals were
averaged separately for each stimulus condition and each
run with respect to the stimulus onset as detected by the
signal from the photodiode, thus giving 200 averaged trials
(20 conditions 3 10 runs).

Coregistration of MEG and MRI

Magnetic resonance images (MRI) were taken with ei-
ther a 1.5 T Magneton Symphony (Siemens, Erlangen, Ger-
many) or ExcelArt (Toshiba, Tochigi, Japan) MRI machine
covering the whole head. In both cases, 256 slices of T1-
weighted sagittal images were collected with 1 mm spac-
ing. Each slice consisted of a 256 3 256 matrix with a pixel
size of 1 3 1 mm2. The head contour was extracted with
Brain Voyager QX (Brain Innovation, Maastricht, The
Netherlands). The subjects’ head shape and the position of
the head-localization coils relative to the head were mea-
sured with a 3D digitizer (Fastrak, Polhemus, VT) and a 3D
camera system (VIVID 700, Konica Minolta Holdings,
Tokyo, Japan). The position of each head-localization coil rel-
ative to the others and to the primary sensors was measured
by activating the coils electronically via the MEG system.
The relative positions of the coils were matched to the
digitized coil positions. The digitized head shape was fit-
ted onto the MRI-extracted contour with Rapid Form
(INUS Technology, Seoul, Korea) and dedicated in-house
software [Hironaga et al., 2002]. The average distance

between the digitized head shape and the MRI contour
was less than 1.5 mm in every subject.

Source Analysis

We extracted tomographic estimates of activity from the
averaged MEG signals using Magnetic Field Tomography
(MFT) [Ioannides, 1990; Ioannides, 1994]. The classical
minimum norm approach tends to estimate source current
more closely to the surface of the brain than veridical by
using a linear expansion of the sensitivity profile of the
sensors. In contrast, MFT relies on a non-linear algorithm
that mitigates this tendency using an a priori probability
weight that compensates for the greater sensitivity to su-
perficial rather than deep sources. The MFT algorithm also
uses a regularization parameter [Ioannides et al., 1990] to
resolve the conflicting requirements of high spatial accu-
racy and insensitivity to noise. The standard deviation of
the a priori probability distribution relative to that of the
MEG data is constrained to a finite value, which excludes
results with physiologically implausibly large current am-
plitude. The use of an a priori probability weight and reg-
ularization renormalizes the current density, thus MFT
output results in arbitrary units (au). Although the
renormalization depends on the level of noise, it does not
affect relative changes in time at different brain locations
or across different experimental conditions.
Four separate MFT computations were performed, in

each case using partially overlapping hemispheric source
spaces (17 3 17 3 11 grid points each) which completely
covered the left, right, back, and top (superior parts of the
brain) [Ioannides, 2002]. Each MFT computation uses a
spherical conductor model for the conductivity of head
[Grynszpan and Geselowitz, 1973], with the center of the
conducting sphere in each case chosen to fit the inner sur-
face of the skull in the appropriate hemisphere. Source
currents were allowed only within the appropriate source
space, i.e., the brain area of the corresponding MFT hemi-
sphere (left, right, back and top). MFT was performed sep-
arately for each source space, after choosing 90 MEG sen-
sors from the corresponding side. The solutions from all
four source spaces were combined into a single, large source
space which covered the whole brain, using the sensitivity-
profile-modified current density values of the sensors from
nearby points in the individual source spaces. The results
were stored at a resolution of 9–12 mm depending on the
size of subject’s head. The algorithmic steps and mathe-
matical details of MFT can be found elsewhere [Ioannides,
1995; Taylor et al., 1999].

Definition of Regions of Interest

The MEG signal is generated by electrical neuronal ac-
tivity which at the macroscopic level is represented by the
current density vector. We defined regions of interest
(ROIs) in V1/V2 and hMT1, at foci showing a strong cur-
rent density consistent in amplitude and direction across
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runs, as quantified by an estimator of signal-to-noise ratio
[SNR; Laskaris and Ioannides, 2002]. To separate V1/V2
from hMT1, we chose stimuli expected to isolate either
area. Thus, we defined the V1/V2 ROIs contralateral to
stimulus presentation by defining SNR as the power of the
responses (defined as the averaged square of the responses
over all runs), normalized by the power of the response
variance for all high-contrast stimulus conditions. On the
other hand, hMT1 ROIs were defined separately for each
hemisphere at both high and low contrasts, defining signal
power by contrasting the responses of motion stimuli to
stationary stimuli. Given the naturally high SNR in V1/V2,
our ROI definition there was set based on a starting crite-
rion SNR of 2, whereas with the naturally weaker SNR in
hMT1, we were forced to choose a lower starting cut-off
level of 1 in defining this ROI.
In defining the V1/V2 ROI, we took advantage of the fact

that V1/V2 is selective for high-contrast stimuli. We there-
fore presented high-contrast stationary random dot fields to
each visual quadrant as well as centrally. We then restricted
our search area to the occipital lobe based on the co-regis-
tered MRI image, and looked for foci of activation exceed-
ing a given SNR threshold. The threshold was initially set
to 2.0 and gradually dropped as low as 1.0 until at least
one region met the criterion. Next, we ascertained that our
identified foci exhibited the expected retinotopic arrange-
ment. Indeed, for stimuli presented to the upper and lower
visual hemifields we obtained threshold activations below
and above the calcarine sulcus (respectively) in contralateral
cerebral hemispheres, and for centrally presented stimuli
we found a focus in the occipital operculum.
To localize hMT1, we employed a contrast between

moving and stationary stimuli known to favor selective
activation in hMT1 [Zeki et al., 1991]. Low contrast stimuli
were included with high contrast stimuli to improve local-
ization accuracy since they are also known to elicit hMT1
activation [Tootell et al., 1995]. We limited our search area
to the temporo-parieto-occipital area surrounding the junc-
tion of the inferior temporal sulcus (ITS) with its upper
limb, its posterior continuation, and the lateral occipital
sulcus (LOS). hMT1 has been reliably colocalized to these
sulci [Dumoulin et al., 2000]. We then sought foci satisfy-
ing an SNR criterion based on the difference between acti-
vations to motion and stationary stimuli. The threshold
was initially set to 1.0 and gradually dropped as low as .1
until at least one region met the criterion. The resulting
foci failed to show significant differences in location under
ANOVA. Therefore, we defined the center of each ROI as
the average of the SNR-weighted foci among all stimulus
conditions. For further details of the ROI definition, please
refer to the Supplementary Materials.
In the following analyses of shifts in neural activation,

we used the component of the current density vector pro-
jected onto the averaged direction across runs, separately
for each stimulus condition at each time slice. This compo-
nent increases when current flows strongly in a common
direction across the runs.

Statistical Analysis of Activation Shift Based on

Averaged Responses

The effects of the stimulus conditions as well as laterali-
zation effects were tested at each contrast and time-slice in
the period from 2100 to 300 ms from stimulus onset. The
prestimulus baseline was determined separately for each
stimulus and each ROI by averaging the response for 100 ms
before the onset. We first applied Analysis of Variance (a
grand ANOVA) across the subjects in search of general
effects and their latencies. Given the high probability of
Type 1 errors, we judged the effects to be significant only
when they continuously satisfied a Type 1 error criterion
of P < 0.01 for at least 6.4 ms, or P < 0.001 for at least 3.2 ms.
Use of this criterion eliminated spurious effects prior
to stimulus onset. We then applied individual ANOVAs
(at P < 0.05) for each subject in order to compare the la-
tency of the general effects between V1/V2 and hMT1 in
each subject. The factors Run and Subject were always
treated as random factors. When interactions were signifi-
cant, post hoc multiple comparisons were performed using
Scheffe’s procedure. All statistical tests were performed
using SPSS software (SPSS, Chicago, IL).
The latency of each effect was compared between the

areas in order to estimate shifts in the averaged response.
The latency of each area was defined as the time point of
the peak F-value (Fpeak), and was used to test the signifi-
cance of each effect in the individual ANOVAs. (The F-
value is a measure of the separation of two or more popu-
lation distributions.) The F-value chosen thus represented
the power of the response variance between the stimulus
conditions (e.g., between motion and stationary stimuli), or
between hemispheres, normalized by the power of the
response variance in each stimulus condition. The Fpeak of
individual ANOVAs was detected within a range between
250 and 150 ms with respect to the latency of a signifi-
cant effect in the grand ANOVA. Four grand ANOVAs
examined the effects of central and peripheral stimuli, and
V1/V2 and hMT1 responses, using the same factors as the
individual ANOVAs but replacing run by subject (Please
refer to Table I). For further details on the definition of F-
value, please refer to the Supplementary Materials.

Mutual Information Analysis of Activation Shift

Based on Response Variances

In this analysis, we used the MFT solutions to examine
the shift in the regional response variances among the runs
in each stimulus condition and in each ROI. We quantified
the association in the response variances between the two
areas (V1/V2 and hMT1) using MI analysis, which unlike
the often-used correlation coefficient, is sensitive to both
linear and nonlinear association. We termed this measure
the relatedness between the two areas. MI provides an
index of the relatedness between two separately measured
quantities. In effect, it gives the probability that one such
measure can be predicted from the other (see Appendix
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for details). The delay in relatedness between these areas
was used as our second measure of activation shift.
MI was calculated between V1/V2 and left hMT1, and

between V1/V2 and right hMT1 separately for each stim-
ulus condition and for each subject. The value of MI
increases as the degree of the relatedness increases. High
MI between the V1/V2 response at a latency t and the
hMT1 response at t 1 s [MIV1?MT(t, s), s > 0] implies a
shift in activation from V1/V2 to hMT1. In contrast, high
MI between the hMT1 response at a latency t and the V1/
V2 response at t 1 s [MIMT?V1(t, s), s > 0] implies a shift
of activation in the reverse direction.
The value of MI was analyzed statistically over all sub-

jects by performing an ANOVA at each latency and delay.
In addition to the effects of stimulus condition, we tested
the effect of order of latency between V1/V2 and hMT1
by contrasting MIV1?MT (t, s) with MIMT?V1(t, s). We
deemed the effects significant only when they continu-
ously satisfied a criterion of P < 0.05 for more than 24 ms,
a period chosen so that no significant effect of stimulus
condition could be obtained before stimulus onset. Signifi-
cant interactions were further analyzed by Scheffe’s multi-
ple comparisons test.

RESULTS

Overview

In the current study, evoked magnetic fields were de-
tectable at both low and high contrast conditions [Fig. 2].
A grand ANOVA across the subjects demonstrated signifi-
cant effects of stimulus vertical position and motion at
high contrast, and lateralized activation at low contrast for
both V1/V2 and hMT1 [Figs. 3 and 4]. Individual compar-
isons of latency at high contrast revealed significant effects
of vertical position and motion which began in V1/V2 and
followed in hMT1. However, at low contrast, the lateral-
ized activation in V1/V2 lagged behind hMT1 [Figs. 5
and 6]. MI analysis between V1/V2 and hMT1 revealed
that V1/V2 always led in significant MI relatedness (as
defined in Methods) at high contrast, but at low contrast,
hMT1 more often led V1/V2 in significant relatedness
[Figs. 7 and 8]. Estimated directions of activation transfer
are summarized in Figure 9.

Magnetic Field Response and Regions of Interest

Figure 2 shows examples of MEG signal timecourses
[Fig. 2(A,B)] and SNR tomographic displays derived from
MFT estimates of the current density vector for one subject
[Fig. 2 (C,D)]. The butterfly plots show the averaged field
in one run for a high-contrast stimulus [Fig. 2(A)], and for
a low-contrast stimulus [Fig. 2(B)], each averaged over 14
trials. In both contrast conditions, the evoked response to
the stimulus was distinguishable from background activ-
ities, but high-contrast stimuli generally evoked stronger
responses than low-contrast stimuli. The plots on the right
of the two butterfly plots show the signal topography at
the latencies marked by the vertical dashed line in the but-
terfly plots. The main panels in the last row [Fig. 2(C,D)]
show SNR contour plots at the latencies corresponding to
the signal topographies [Fig. 2(A,B), respectively] and
marked by the dashed vertical lines in the butterfly plots.
The SNR is computed independently for each source space
point from the instantaneous MFT estimate for the current
density vector across the 10 runs of one condition. The
SNR plots show the results for V1/V2 at 44 ms [Fig. 2(C)]
and for hMT1 at 150 ms [Fig. 2(D)]. In each case, the
whole brain and a zoomed image in the main panel show
the SNR contours (dashed yellow lines) and the locus of
the very first area satisfying a criterion of 2 for V1/V2,
and 1 for hMT1 (red regions bounded by solid yellow
lines). The zoomed images on the right of each main panel
show the region of first high SNR again, together with the
main sulci in each area—the calcarine for V1/V2 and the
LOS and the anterior limb of the ITS (ALITS) for hMT1.
ROIs were defined based on SNR foci such as the ones

shown in Figure 2(C,D) as detailed in the Supplementary
Materials. The ROI positions were converted into Talairach
coordinates [Talairach and Tournoux, 1988], and their
averages and SDs are summarized in Table II. Our hMT1
locations agreed with previous functional MRI (fMRI)
studies [Dumoulin et al., 2000; Hasnain et al., 1998; Tootell
et al., 1995], and with a positron emission topography
(PET) study [Zeki et al., 1991] (lateral: 38–47 , posterior:
62–76, superior: 21 to 8). The nearest sulcal landmarks to
the individual ROI centers are listed in Table II.

Statistical Results Based on Averaged Responses

Grand-averaged responses for the central stimuli are
plotted in Figure 3. At high contrast (left panels), hMT1
exhibited a higher response to the motion stimuli [solid
lines in Fig. 3(A)] than for the stationary stimuli (dashed
lines). A grand ANOVA identified a significant motion
effect on hMT1 response in both hemispheres (in the
range of 194.4–205.6 ms, P < 0.01), followed by the effect
in the left hemisphere (228.0–232.8 ms, P < 0.01). At high
contrast, [Fig. 3(B)] the response of V1/V2 to the motion
stimuli was significantly lower compared with the station-
ary stimuli (116.0–130.4 ms at P < 0.01 and 159.2–160.8 ms

TABLE I. Factors considered in the individual ANOVAs

ROI Visual field Factor

V1/V2 Center Motion, run
Peripheral Motion, vertical position,

hemisphere, run
hMT1 Center Motion, hemisphere, run

Peripheral Motion, vertical position, horizontal
position, hemisphere, run

The individual ANOVAs were applied separately for each con-
trast. Run is always treated as a random factor.
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at P < 0.001). At low contrast, no significant difference
was found (right panels).
Figure 4(A) shows grand-averaged responses to the pe-

ripheral stimuli presented to the bottom-right visual field.
Similar time-courses of grand-averaged responses were
obtained for the other peripheral locations. With the pe-
ripheral stimulus, the response in hMT1 was higher for
motion than stationary stimuli at both contrasts whereas in
V1/V2 it was higher for stationary than motion stimuli at
high contrast.
Grand ANOVAs across the peripheral stimuli at each

contrast found significant effects for stimulus motion
(hMT1: 135.2–140 ms and 210.4–228.0 ms, P < 0.01; V1/
V2: 101.6–106.4 ms, P < 0.01) and vertical position (hMT1:

124.0–125.6 ms, P < 0.001; V1/V2: 60.0–143.2 ms, P < 0.01)
at high contrast, and a significant lateralization effect at
low contrast (hMT1: 108.0–119.2 ms, P < 0.01; V1/V2:
114.4–119.2 ms, P < 0.01) in both V1/V2 and hMT1. In
Figure 4(B), we plot the time courses of response differen-
ces. For example, the red lines represent the difference
between the stationary and motion stimuli averaged over
all quadrants, for stimuli presented contralaterally (solid
lines) or ipsilaterally (dotted lines) to the activated region.
The blue line represents the difference between responses
to top versus bottom stimuli. The difference between the
hemispheres is represented by the green line.
A significant motion effect in hMT1 was obtained in the

hemisphere contralateral to stimulus location [bold red

Figure 2.

(A) Butterfly plots of individual sensor fields averaged over 14

trials in one run for a high-contrast moving stimulus presented

to the bottom-right visual field. The distributions of the mag-

netic field are given on the right contour maps, at the latency

marked by the dashed line. fT, femtoTesla. (B) Low-contrast

stimulus producing clearly diminished activations. (C) SNR con-

tour plot derived from the MFT estimates of the current density

vector for motion stimuli at high contrast. The red region indi-

cates the brain area which is first to satisfy an SNR criterion of

2 in V1/V2. CS, Calcarine sulcus. (D) SNR contour plot as in

(C) for low contrast stimuli presented to the bottom right. The

red region indicates the first brain area satisfying an SNR crite-

rion of 1 in hMT1 at low contrast. LOS, lateral occipital sulcus;

ALITS, ascending limb of the inferior temporal sulcus. The stim-

uli were presented in the lower-right visual field.
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asterisks in Fig. 4(B)], followed by a bilateral motion effect
(paired bold and thin red asterisks). Significant lateraliza-
tion effects are marked by the green asterisks. The differen-
tial responses in V1/V2 to top and bottom stimuli exhibited
two peaks at high contrast (blue asterisks). Hereafter, we
call these early period and middle period effects, respectively.
Thus, we have presented the significant effects in V1/V2

and hMT1 for all subjects combined. In general, good con-
sistency was found across the subjects. Since the latencies
of these effects varied among the subjects, precise determi-
nation of directions of shift required within-subject
ANOVAs. Also, there existed the possibility that the previ-
ously-taken grand ANOVA could have obscured individ-
ual differences with opposite directionality. Therefore, we
performed the individual comparisons between the areas
on the latencies of the significant effects found in the
grand ANOVAs. The Fpeak measure was applied to the
individual ANOVAs to identify the latency of effects in

each area (as defined in the section ‘‘Statistical analysis of
activation shift based on averaged responses’’). Representa-
tive time courses of F-values are shown in Figure 5 for one
subject for the peripheral stimuli at high contrast (A, B),
and at low contrast (C). The peak F-values used are indi-
cated by the arrowheads.
Figure 6(A) shows the latencies of all subjects for the

effect of vertical position in the early period (40.8–93.6 ms,
circles), and in the middle period (104.8–152.8 ms, trian-
gles), in V1/V2 relative to hMT1. The early effect began
in V1/V2 and followed in hMT1 in all subjects. This
clearly represents a shift. In contrast, the middle period
effect in V1/V2 led in only two subjects, implying that the
early period effect in V1/V2 and not the middle period,
induced the effect in hMT1. The mean and SD of the
delay of hMT1 with respect to V1/V2 was 54.8 6 15.7 ms.
The latencies of the motion effect at high contrast are

shown in Figure 6(B) for peripheral (circles) and central

TABLE II. Talairach coordinates and nearest sulci for the ROI centers in V1/V2 and hMT1

Subject

V1/V2

Stimulus position

Bottom left Bottom right Center Top left Top right

1 10, 285, 5,
Above RCS

212, 284, 13,
Above LCS

21, 281, 23,
RCS

3, 277, 3,
Below RCS

211, 270, 9,
Below LCS

2 10, 277, 7,
RCS

29, 272, 10,
LCS

25, 290, 29,
LCS

10, 278, 0,
Below RCS

1, 268, 4,
Below LCS

3 14, 262, 5,
RCS

29, 285, 23,
Above LCS

24, 286, 29,
Above LCS

9, 265,
8, RCS

29, 265,
0, LCS

4 15, 276, 9,
RCS

28, 279, 1,
LCS

15, 281, 21,
RCS

14, 260,
29, Below RCS

22, 278,
25, LCS

5 0, 277, 8,
R-paraCS

210, 273, 11,
LCS

29, 285, 27,
Above LCS

0, 273,
1, RCS

215, 273,
4, LCS

6 15, 285, 0,
Above RCS

210, 286, 21,
Above LCS

2, 283, 25,
RCS

14, 279,
24, RCS

210, 280, 24,
Below LCS

7 13, 279, 4,
RCS

29, 289, 21,
Above LCS

2, 283, 213,
L-retroCS

13, 272, 21,
Below RCS

2, 273, 27,
Below LCS

8 10, 290, 5,
Above RCS

23, 292, 2,
Above LCS

1, 288, 3,
Above LCS

10, 268, 5,
Below RCS

28, 268,
8, LCS

Avg. (SD) 10, 279, 5,
(5, 9, 3)

29, 283, 3,
(3, 7, 6)

0, 285, 26,
(7, 5, 6)

9, 272, 1,
(5, 9, 4)

27, 272,
1, (6, 5, 7)

Subject Left hMT1 Right hMT1

1 240, 270, 6, LOS 39, 267, 6, ALITS
2 236, 270, 8, Anterior LOS 38, 269, 10, Anterior LOS
3 239, 271, 24, Anterior LOS 37, 261, 7, ALITS
4 238, 265, 4, Anterior LOS 39, 264, 6, ALITS
5 247, 273, 11, ALITS 39, 259, 8, ALITS
6 242, 267, 27, ALITS 42, 268, 3, ALITS
7 238, 266, 1, ALITS 38, 266, 0, ALITS
8 242, 270, 0, ALITS 45, 268, 6, ALITS

Avg. (SD) 240, 269, 2, (6, 7, 7) 39, 265, 5, (5, 7, 6)

ROI centers for V1/V2 represent the average of motion and stationary stimuli. ROI centers for hMT1 represent the average of high and
low contrast stimuli and stimulus positions. ROI volumes were determined using a spherical region of weight decay with a radius of 4.6
mm for V1/V2 and 14 mm for hMT1 (see Supplementary Fig. 1 for more details).
X(1), right; Y(1), anterior; Z(1), dorsal; RCS, right calcarine sulcus; LCS: left calcarine sulcus; R-paraCS: right para-calcarine sulcus;
LOS: lateral occipital sulcus; ALITS: ascending limb of the inferior temporal sulcus.
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(diamonds) stimuli. The motion effect in V1/V2 was ear-
lier than in hMT1 in all subjects. This is shown by the fact
that the means and SDs of the hMT1 delay with respect
to V1/V2 for the peripheral and central stimuli were 33.8 6
18.7 ms and 42.6 6 20.0 ms, respectively. Finally, Figure
6(C) plots the latencies of the lateralization effect at low
contrast. The lateralization effect began in hMT1 and fol-
lowed in V1/V2 in all subjects, suggesting an activation
shift from hMT1 to V1/V2 at low contrast. The mean and
SD of the delay was 26.8 6 19.4 ms.

Results of Mutual Information Analysis

Based on Response Variances

Using the peripheral stimuli, we examined the related-
ness between V1/V2 and the contralateral hMT1, and
between V1/V2 and ipsilateral hMT1. Figure 7 shows
results of the MI analysis at representative latencies for
which the difference in MI between the two possible direc-
tions of relatedness [MIV1?MT (t, s) vs. MIMT?V1 (t, s)] was
largest. In other words, the latencies were chosen so as to
maximize the difference between V1/V2 leading hMT1

and the reverse (hMT1 leading V1/V2). For the high-con-
trast stimuli presented to the lower visual field, an
ANOVA revealed that the MI between V1/V2 and contra-
lateral hMT1 was significantly higher when V1/V2 led in
MI [left filled bar in Fig. 7(A)] than when hMT1 led (right
filled bar) (i, P < 0.05). This comparison implies that acti-
vation shifted from V1/V2 to hMT1. On the other hand,
for the peripheral stimuli at low contrast, the MI between
V1/V2 and ipsilateral hMT1 was significantly higher
when hMT1 led [right open bar in Fig. 7(C)] than when
V1/V2 led (left open bar) (iv, P < 0.05), suggesting the
reverse direction of shift. At high contrast, we also found
that the V1/V2’s lead in MI was significantly higher for
the bottom than top stimuli [ii in Fig. 7(A), P < 0.05), and
for the stationary than motion stimuli for presentation in
the central visual field (iii in Fig. 7(B), P < 0.05).
The latencies of all significant measures of relatedness

ranged from 8 to 48 ms and are summarized in Figure 8.
For the high-contrast stimuli, significant relatedness was
always led by V1/V2 (P < 0.05), as plotted above the diag-
onal dashed line. No significant relatedness led by hMT1
was found at high contrast. In the low-contrast condition,
we found significantly stronger relatedness led by ipsilat-
eral hMT1 over V1/V2 for the stimuli presented to the
left visual field (P < 0.05), as plotted below the diagonal
dashed line in green. For the central stimuli, no significant
relatedness led by hMT1 was found, nor was any found
at low contrast.
Our MI results, therefore, show that the direction of

activation shift is always from V1/V2 to hMT1 at high
contrast, but sometimes in the opposite direction at low
contrast.

Summary of Directions of Activation Shift

The direction of estimated shift in averaged response
and in response variance is summarized in Figure 9. The
dominant flow of processing was from V1/V2 to hMT1 at
high contrast, and from hMT1 to V1/V2 at low contrast.
The shifts found according to averaged response usually
but not always matched those obtained with MI. For
example, the peripheral motion shift estimated by aver-
aged response [MP in Fig. 9(A)] was not matched by an
analogous shift seen with MI. These results show that
while largely in agreement, both methods reveal slightly
different aspects of activation shift between connected
areas.

DISCUSSION

Measuring Activation Shift with MEG

We began by localizing V1/V2 using stationary and
motion stimuli, and hMT1 by taking the difference
between stationary and motion stimuli. The ROIs defined
for V1/V2 were located around the calcarine sulcus as
expected, and exhibited retinotopy. The ROIs defined for

Figure 3.

Grand-averaged responses to central stimuli. (A) Responses of

hMT1 to motion stimuli (solid lines) and stationary stimuli

(dashed lines). (B) Responses of V1/V2. Significant effects

between the conditions, as revealed by the grand ANOVA are

marked by asterisks (**, P < 0.01; ***, P < 0.001) (see Table I

for factors considered).
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hMT1 were in agreement with previous fMRI studies
[Dumoulin et al., 2000; Hasnain et al., 1998; Tootell et al.,
1995] and clustered around the junction of the inferior
temporal sulcus with its ascending limb and the lateral
occipital sulcus, as expected following Dumoulin et al.
[2000].

Our study found that the effect of stimulus conditions
on the averaged response began in V1/V2 and followed in
hMT1 at high contrast. At high contrast, the relatedness in
response variance as determined by MI was led by V1/V2,

Figure 4.

Grand-averaged response to peripheral stimuli. (A) Time course

of the response in the left hemisphere to motion stimuli (solid

lines) and stationary stimuli (dashed lines) presented to a periph-

eral location (namely, the lower right visual field). (B) Average

across peripheral stimuli, taken after subtractions of responses

to: stationary stimuli from motion stimuli on the contralateral

side (representing the contralateral motion effect, solid red line);

stationary from motion stimuli ipsilaterally (dashed red line); the

top stimuli from the bottom stimuli (blue line); and of the right

hemisphere from the left (green line). The latency of the signifi-

cant effects revealed by the grand ANOVA is indicated for stim-

ulus motion in the contralateral hemisphere (bold red ‘‘**’’), and

in the ipsilateral hemisphere (thin red ‘‘**’’). Blue ‘‘**’’ and ‘‘***’’,

significant effects of vertical position. Green ‘‘**’’, significant

effects of lateralization. ‘‘**‘‘ indicates a significance level of 0.01.

‘‘***’’ indicates a significance level of 0.001.

Figure 5.

Time course of F-value in an individual ANOVA in one subject

for the peripheral stimuli. Red and blue lines indicate the F-val-

ues in V1/V2 and hMT1, respectively. (A) Main effect of vertical

stimulus position at high contrast. (B) Main effect of motion for

V1/V2 and the interaction between motion and horizontal stimu-

lus position for hMT1 at high contrast. (C) Main effect of later-

alization at low contrast. Horizontal dashed lines denote a signif-

icance threshold of P 5 0.05 (i.e., F1,9 5 5.1). Arrowheads

denote the latencies of the peak F-values used to determine the

order of effects between V1/V2 and hMT1 for this subject.
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while at low contrast it was led by hMT1. At low contrast,
a lateralization effect was first found in hMT1 and later
recurred in V1/V2. Putting together these results, we sug-
gest that the direction of activation shift was from V1/V2
to hMT1 at high contrast, but in the reverse direction at
low contrast. While there remains a possibility that these
effects may have resulted from common inputs from a
third area, the evidence on the interaction between V1 and
MT in monkey studies [Hupe et al., 1998; Movshon and
Newsome, 1996] strongly favors the interpretation that
these are the results of direct interaction between these
two areas.

In the current study, the activation shift occurred within
a range of 8–48 ms, in accordance with TMS studies,
which have indicated a range between 5 and 50 ms
[Beckers and Zeki, 1995; Pascual-Leone and Walsh, 2001;
Silvanto et al., 2005a]. This may appear long in comparison
with monkey studies which show that an action potential
may travel between V1 and MT within milliseconds
through direct connections [Movshon and Newsome,
1996]. However, MEG measures the activation of neuron
populations rather than individual neurons [Hamalainen
et al., 1993], thus the slower activation shift seen here most
likely reflects processing at the population level.

Activation Shifts as Measured by Averaged

Response and by Response Variances

As described earlier, we measured shifts of activation
using two methods: by obtaining the latencies in averaged
responses between areas, and by measuring the degree of
relatedness in the response variances between areas, using
Mutual Information Analysis.
It is known that evoked neural responses are determined

by both externally applied stimuli and the ongoing brain
state [Arieli et al., 1996; Laskaris et al., 2003]. The ongoing
state spontaneously fluctuates at low frequencies of less
than 0.1 Hz during rest [Fox et al., 2005], and varies from
trial to trial in a button-press task [Fox et al., 2006] as
revealed by correlation analysis across brain areas. It is
also associated with the trial-to-trial variation in subjects’
percepts [Ress and Heeger, 2003]. Despite these factors, the
variance in evoked response to identical stimuli is often
treated as experimental noise.
Our study deliberately took a different approach. We

specifically examined the variance across runs for evidence

Figure 6.

Individual subject comparisons of the latency of significant effects

between V1/V2 and hMT1, as given by Fpeak. Each symbol repre-

sents one comparison for each subject. Horizontal and vertical

axes are taken as response latencies from the onset of the stim-

ulus. Symbols above the diagonal lines imply a shift in direction

from V1/V2 to hMT1, while those below imply the reverse

direction. In all panels, filled symbols indicate the latency for

subjects who significantly exhibited the prevailing effect in both

areas. Gray symbols indicate that the effect was significant in just

one area. Open symbols indicate the latency for subjects who

exhibited the prevailing effect directions in one area and the op-

posite effect direction in another area. The prevailing effects

were as follows: (A) A higher response to bottom than top

stimuli in both V1/V2 and hMT1 at high contrast (a vertical posi-

tion effect); (B) A higher response to motion than stationary

stimuli in hMT1, but a higher response to stationary than

motion stimuli in V1/V2 at high contrast (a motion effect); and

(C) A higher response in the left than right hemisphere in both

areas at low contrast (a lateralization effect).
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of relatedness between areas. At the same time, we strove
to maintain a constant level of arousal by means of a button-
press task. Other internal conditions such as attention [Gandhi
et al., 1999] and adaptation to the experimental environment,
however, were still free to vary. Thus, the relatedness in
response variance obtained in the current study should reflect
a coupling of these internal states and the applied stimulus.
Recall that we had found a transfer of motion-related

activation for the peripheral stimuli based on averaged
responses [MP in Fig. 9(A)]. This was not accompanied by
a comparable MI relatedness effect. We believe this dis-
crepancy reveals the difference in focus between the two
methods of analysis. Whereas mutual information derived

from response variances is sensitive to background brain
states, the analysis of grand-averaged responses cancels
these out, revealing a purer signal related to the processing
of peripheral motion from V1/V2 to hMT1. However, our
method of MI analysis is designed to detect nonlinear
effects between stimulus conditions and background brain
states. The results indicate that there was no such effect
between stimulus motion and background brain states, a
finding complementary to the finding based on averaged
responses.

Lateralization Effect

The right-handed subjects measured in our study
showed significantly higher activation in the left hemi-
sphere in hMT1 for the peripheral visual field [Fig. 4(B),
green asterisks]. Stronger relatedness in response variance
led by hMT1 over V1/V2 was obtained in the left hemi-
sphere [Fig. 7(C)]. Since one of the main functions of
hMT1 is the processing of motion signals, these results
may reflect lateralization in motion processing. We also
found a left bias in the motion effect in hMT1 for central
visual field presentations (Fig. 3). Such biased processing
in the left hemisphere might serve a role in the dominant-
hand control of our right-handed subjects.
More than 90% of humans show functional dominance

of the left hemisphere [Sun and Walsh, 2006]. In a previ-
ous PET study, left-hemisphere dominance was reported
in the inferior parietal lobe of right-handed subjects during

Figure 7.

Results of Mutual Information Analysis. The representative laten-

cies shown at the bottom of each panel are those for which the

difference in MI between the orders [MIV1?MT(t, s) vs.

MIMT?V1(t, s)] was largest. In other words, the latencies were

chosen so as to maximize the difference between V1/V2 leading

hMT1 (left pairs of bars) and the reverse (hMT1 leading V1/V2;

right pairs of bars). When V1/V2’s latency is shorter than that of

hMT1, we termed it ‘‘V1/V2 leading’’ (left bars). The reverse sit-

uation is shown in the right bars. (A) MI measure comparison

between V1/V2 leading and contralateral hMT1 leading, in the

case of high contrast peripheral stimuli presented to the upper

or lower visual field. (B) MI measure comparison as in (A), in

this case between V1/V2 leading and left hMT1 leading for high

contrast central stimuli. (C) MI measure comparison as in (A), in

this case between V1/V2 and ipsilateral hMT1 for low contrast

peripheral stimuli. i. Relatedness was significantly led by V1/V2

over hMT1 for bottom stimuli. ii. Relatedness led by V1/V2 was

significantly higher for the bottom than top stimuli. iii. Related-

ness led by V1/V2 was significantly higher for the stationary than

motion stimuli. iv. Relatedness was significantly led by hMT1
over V1/V2 for left stimuli. Note: Negative MI values may occur

since in our correction process we subtract the MI values

obtained from randomized samples from the MI value obtained

from the original samples (see Appendix for details).
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speed discrimination of motion stimuli [Corbetta et al.,
1991]. Conversely, TMS applied to the left hMT1 impaired
detection of motion direction much more than to the right
hMT1 [Kubova et al., 1990] (however, see [Nakamura
et al., 2003] for contrasting results). Overall, the current
study lends further support to left hemisphere dominance
in early visual processing.
It has been shown that ipsilateral activation to hemifield

motion stimulation is delayed in left hMT1 compared
with right [ffytche et al., 2000]. These authors also show a
3 ms transfer delay from left to right hMT1, but a 10 ms
delay from right to left, suggesting a natural asymmetry in
activation between the two hemispheres. While at first
glance this may appear as a confound to our results, we
argue that such a bias would increase the delays in left

hemisphere activation, but could not explain the lateraliza-
tion effect found. If the lateralization in left hMT1 were
the result of cross-callosal input from right hMT1 the lat-
eralization effect should be expected to appear first in the
right hemisphere. However, this is not seen in our results.
Another possibility is that the existence of common

input to hMT1 and V1/V2 (such as LGN) could have
induced the lateralization effect. However, we note that
the lateralization effect appeared in both V1/V2 and
hMT1 at low contrast, but only in hMT1 at high contrast
[Fig. 4(B), green asterisks]. If a common source such as
LGN were responsible, the lateralization effect should
appear both in V1/V2 and hMT1, or in neither area. Since
this was not the case at high contrast (with the lateraliza-
tion effect appearing first in hMT1 and then in V1/V2), a
more plausible explanation is that the effect shifted from
hMT1 to V1/V2.

Figure 8.

Latency map of significant relatedness in response variances

between V1/V2 and hMT1, as quantified by Mutual Information

Analysis. Horizontal and vertical axes are taken as latencies of

V1/V2 and hMT1 from the onset of the stimulus. The area

above the diagonal dashed line represents relatedness led by V1/

V2 (V1/V2?hMT1), while the area below represents hMT1
leading, (i.e. hMT1?V1/V2). Solid cyan areas denote stronger

relatedness for bottom versus top stimuli, between V1/V2 and

contralateral hMT1. Red areas indicate greater relatedness for

central stationary than motion stimuli, between V1/V2 and left

hMT1. Other areas are as noted in the legend. Note that for all

high contrast stimuli V1/V2 responses lead hMT1 responses,

and the only responses for which hMT1 leads, are those to low

contrast stimuli on the ipsilateral side.

Figure 9.

Summary of activation shifts from V1/V2 to hMT1 at high con-

trast (A), and from hMT1 to V1/V2 at low contrast (B). Laten-

cies for estimated shift in averaged response are given by the

horizontal position of the boldface abbreviations. Latencies for

the estimated shift in response variances are indicated by the

horizontal bars, and show a similar trend to the shift in averaged

response. Bar length reflects the duration over which Mutual In-

formation value was significant. The abbreviations indicate the

latencies of: Lateralization effect (L); Vertical position effect (V);

Motion effect (peripheral, MP; central, MC). Pairs of horizontal

bars connected by thin arrows indicate the latencies for periods

of significant relatedness in response variance between V1/V2

and hMT1, as revealed by Mutual Information Analysis. For a

description of relatedness indicated by color, see the legend to

Figure 8.
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Responses to Motion Stimuli in hMT1 and V1/V2

When the stimuli were presented to the peripheral vis-
ual field, we obtained significant motion effects in hMT1
in two periods: 135–160 ms, and 210–230 ms [Fig. 4(B),
bold and thin red asterisks]. These early and late motion
effects were obtained in the contralateral hemisphere and
in bilateral hemispheres, respectively. With centrally pre-
sented stimuli, bilateral responses were obtained at a la-
tency of 196.0 ms. It is known that hMT1 consists of two
sub-regions: the middle temporal area (MT) [Huk et al.,
2002] which is believed to project to the medial superior
temporal area (MST). The receptive fields of MT neurons
are restricted to contralateral input while MST neurons
receive input from the ipsilateral field as well. This has
been found both in monkeys [Albright and Desimone,
1987; Komatsu and Wurtz, 1988; Tanaka and Saito, 1989]
and in humans [Huk et al., 2002]. These anatomical facts,
together with our findings of dual latencies are consistent
with a model in which MT first receives visual inputs
which are later integrated by MST.
In contrast to hMT1, we found significantly higher acti-

vation in V1/V2 for the stationary stimuli than the motion
stimuli at high contrast [Figs. 3(A) and 4(A)]. Previous
fMRI [Chawla et al., 1999; Tootell et al., 1995] and PET
[Zeki et al., 1991] studies in V1 obtained either similar or
higher activation for moving stimuli compared with sta-
tionary stimuli when these were large (>14 deg). Con-
versely, Sunaert et al. [1999] obtained stronger activation
for stationary stimuli when the stimuli they presented
were small (3 deg), high contrast (0.97), and directed to
the central visual field. Considering the similarly small
size of our central stimuli (2 deg), our results agree with
these studies and suggest a dependence of the motion
effect on stimulus size.

Advantage of the Lower Visual Field

Higher responses to the bottom versus top stimuli were
obtained in V1/V2 at both luminance contrasts [Fig. 4(B),
blue asterisks], consistent with the advantage of the lower
visual field found in previous MEG studies using high
contrast checkerboards [Portin et al., 1999], vertical gra-
tings [Tzelepi et al., 2001], and face stimuli [Liu and Ioan-
nides, 2006], as well as an fMRI study which also used
checkerboard stimuli [Chen et al., 2004]. After adjusting
spatial luminance uniformity (see Materials and Methods),
we confirmed the lower visual field advantage and
extended upon the earlier findings for motion stimuli. In
addition, we revealed higher responses in hMT1 [Fig.
4(B), blue asterisks] and greater relatedness in the response
variance between V1/V2 and hMT1 [Fig. 7(A)] for the
bottom than top stimuli at high contrast. It is worth noting
that in humans, rod density on the superior retina (repre-
senting the lower visual field) is higher than in the inferior
retina [Curcio et al., 1990]. The advantage of the lower vis-
ual field in V1/V2 might originate from this retinal asym-

metry, and persist on to higher visual areas such as hMT1
at high contrast.

Functional Role of Activation Shift from

hMT1 to V1/V2

Our finding of a lateralization effect in which hMT1’s
activity preceded that of V1/V2 at low contrast suggests
that MT compensates for weak motion signals arriving
from V1. MT is known to have much larger receptive
fields than V1. In the monkey, V1 receptive fields range
somewhat below 0.5 degrees, while MT receptive fields
range between 6 and 10 degrees [Qian and Andersen,
1994]. In humans, these receptive field sizes have been
estimated at less than 2 degrees for V1 and around 8.4
degrees or greater for MT [Yoshor et al., 2007], consistent
with the monkey data. In monkeys, surround modulation
of MT receptive field has been found to expand spatially
as a result of decreasing the luminance contrast of a field
of moving dots [Pack et al., 2005]. Therefore, it seems rea-
sonable that MT neurons are better able than V1 neurons
to sum weak signals at low contrast. In this case, the inte-
grative ability of MT should produce at least partial reso-
lution of motion direction despite weak stimulation of V1.
In humans, activation in V1 dramatically drops as stimulus
contrast decreases, but hMT1’s response to motion stimuli
is less sensitive to such a decrease in contrast [Tootell
et al., 1995]. As is found in the interaction between V1 and
LGN [Sillito et al., 2006], feedback from MT to V1 would
thus be able to enhance coherent input consistent with the
motion direction integrated in MT. Taken together, our
results suggest that since hMT1 receptive fields are larger,
they may be better able to collect weak signals from V1/
V2, such as those present in a low contrast stimulus, inte-
grate them, and enhance V1/V2 representations through
feedback.
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APPENDIX

Mutual Information Analysis

The key measurement in Mutual Information (MI) Anal-
ysis is entropy. The entropy of events in a brain region (R)

within an interval [t 2 hw, t 1 hw] (hw: half window
size) is defined as:

HRðtÞ ¼ �
XNR

i¼1

pRðtÞðiÞ ln pRðtÞðiÞ;

where NR is the number of possible states of the region,
and pR(i) is the probability that the region will be in state i
within that interval. The entropy of joint events in two
regions (R1, R2) is

HR1ðtÞ;R2ðtþsÞ ¼ �
XNR1

i¼1

XNR2

j¼1

pR1ðtÞ;R2ðtþsÞði; jÞ ln pR1ðtÞ;R2ðtþsÞði; jÞ;

where pR1(t),R2(t1s)(i,j) is the joint probability that R1 will be
in state i during the interval, and R2 will be in state j with
a delay s (>0) relative to R1. MI quantifies the relatedness
between the two regions’ states as:

MIR1!R2ðt; sÞ ¼ HR1ðtÞ þHR2ðtþsÞ �HR1ðtÞ;R2ðtþsÞ:

The value of MI increases as the degree of the related-
ness increases. However, MI analysis cannot irrefutably dis-
tinguish actual interactions between R1 and R2 as opposed
to common inputs from a third region.
MI was calculated between V1/V2 and hMT1

(MIV1?MT, MIMT?V1) in each hemisphere, separately for
each stimulus condition and for each subject. The state of
each ROI was defined as the projection of the current den-
sity vector for each run onto the optimal current density
direction of that time slice computed by averaging across
all runs. The half-window size of the interval was set to 16
ms. 210 samples within the interval and over all runs (5
21 3 10) were used to obtain each MI value. The range of
the current density of each region was then defined as the
range between the maximum and minimum activations
among all runs in each stimulus condition. This range was
then divided into 10 intervals (i.e., NR1 5 NR2 5 10), and
the frequency of samples within each interval was used as
the probability. MI was calculated in 8 ms steps in the la-
tency range from 2100 to 300 ms and with a range of
delays from 8 to 96 ms.
Sometimes MI analysis overestimates relatedness

because sample size tends to be limited in practical experi-
ments [Treves and Panzeri, 1995]. Therefore, we random-
ized the pairs of samples between V1/V2 and Hmt1 over
the runs and calculated MI as described earlier to obtain a
measure of overestimation. We repeated this process over
100 times. The MI values obtained from the randomized
samples was averaged and subtracted from the MI values
obtained from the original samples. In this article, we use
the term MI to refer to the value obtained after this correc-
tion by subtraction of the overestimation.
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