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Abstract

The echoic memory trace (EMT) refers to neuronal activity associated with the short-term retention of stimulus-related information,
especially within the primary and association auditory cortex. Using magnetoencephalography it is possible to determine quantitatively the
lifetime of the EMT. Previous studies assumed that each new stimulus drives the EMT to its full strength, which then passively decays. In
this study we show the limitations of this assumption using trains of auditory stimuli designed specifically for computing the EMT lifetime
and its contextual sensitivity. We estimated a time-dependent EMT using a data-driven approach, which allows contributions from a
relatively wide area around the auditory cortex in our quantitative measures. We identified: (1) internally generated cortical activations
during the silent period between stimuli well separated in time from each other, which had influence on the morphology of the
neuromagnetic response to the next external stimulus; and (2) EMTs with different lifetimes that modulate the amplitude of the evoked
responses at different latencies, suggesting the existence of multiple neural delay lines. Long EMT lifetimes were observed on the
descending part of the M100 complex, which showed handedness and gender-dependent interhemispheric asymmetry. Specifically, all
subjects showed longer EMT lifetimes on the left hemisphere, except left-handed males. Distributed source analysis of the data for one left-
and one right-handed male subject identified a secondary generator in the right-handed subject, which was located posterior to the early
primary generator and dominated the auditory response at late latencies, where EMT lifetime asymmetry was high. The identified multiple
neural delay lines and their laterality may provide a link between macroneuronal activity and left hemisphere specialization for processing
linguistic material.
© 2003 Elsevier Science (USA). All rights reserved.

Introduction

Stimulation of sense organs induces a modality-specific
neural representation, which has a brief but nevertheless
finite duration. The echoic memory trace (EMT) is the
activity in primary and association auditory cortical areas
related to the retention of stimulus features, which persists
for some time after the stimulus presentation. The EMT is
necessary for integrating successive perceptual features
whenever acoustic information is continuously presented,

such as continuous speech or melody. Meaningful analysis
of any acoustic transient requires more than just an analysis
of its physical properties. Salience depends on context and
novelty, which can only be evaluated if a prolonged neural
representation of previous events is available, as either a
persistent network state or a specific decaying activity pat-
tern (Bugmann and Taylor, 1997; Bugmann, 1997). Neural
models based on exponentially decaying memory processes
provided good accounts for the data from temporal duration
discrimination tasks (Wearden, 1992) and were consistent
with the stochastic nature of biological timing (Grossberg
and Merill, 1992, 1996). By definition, EMT relates to
neuronal responses to auditory stimuli, but at what level this
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Fig. 1. Design of stimuli sequences. The tones were delivered in four separate runs, each containing 30 repetitions of a 9-tone block. Within each block, tones
were spaced in a fixed sequence using 6 preselected ISI values (1, 1.5, 2, 3, 5, and 8 s). Distinct colors in the figure are associated with each of these ISI
values. The first ISI of each block follows the last ISI of the previous block. The design of the ISI sequences ensures that different histories have equal
contributions to the averaged responses (each ISI is once and only once preceded by each of the ISIs in the preestablished list, as emphasized by the color
code used in the illustration).
Fig. 3. Example of head and brain surfaces segmented from MRI data. (Top row) Skin and brain surfaces and the sensor set-up for MEG measurements (left
panel: right side view; right panel: top view). (Bottom row) The three brain compartments of the volume conductor BEM model: skin (10 mm mean triangle
edge length), outside skull (9 mm mean triangle edge length), and inside skull (liquor brain compartment, 7 mm mean triangle edge length).
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Fig. 2. Virtual sensor definition. (A) Channel selection for virtual sensor computation. The virtual sensor signal is separately computed for each hemisphere
as a linear combination of the channels showing the largest positive and negative peak amplitude at the M100 latency, marked in blue and red, respectively.
(B) The overall sensitivity of the left and right hemisphere VS for one subject. The weights of the VS are chosen directly from the signal over the left and
right temporal cortex at the M100 peak. The overall sensitivity of the VS is simply the weighted sum of the lead fields (vector sensitivity profile) of each
sensor. The red region marks the region with VS sensitivity modulus above 70% of the maximum, while the thin yellow arrows show the local direction of
the sensitivity profile.
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relationship should be established is not clear. Recent stud-
ies to be reviewed below suggest that the EMT properties
can be usefully studied at the level of macroelectrophysiol-
ogy accessible to magnetoencepralography (MEG) and
EEG, and especially in terms of the way the response varies
with the time between successive stimuli.

Early pioneering investigations using passive listening to
simple tones separated by constant silent intervals related
the EMT to the dependence of the N100/M100 peak ampli-
tude on the time between successive stimulus presentations.
For consistency with these earlier studies we will use hence-
forth the term interstimulus interval (ISI) to refer to the
onset-to-onset time interval between consecutive stimuli. A
qualitative increase in the evoked response with the increase
of ISI was identified in both electric (Celesia, 1976) and
magnetic (Hari et al., 1982, 1987) recordings and referred to
as temporal recovery function. The data and analysis did not
distinguish whether the effect was due to loss of excitability
or increase of inhibition, or whether the mechanism was
cortical. The exponentially decaying EMT model proposed
later (Lü et al., 1992a, 1992b) produced similar lifetimes
across the two hemispheres that varied markedly across
subjects, but were consistently higher in the association
cortex than the primary cortex. In these studies, the esti-
mates of either a single EMT lifetime or one EMT lifetime
in the primary and one in the association auditory cortices
used only the value of the average signal at one latency,
corresponding to either the peak signal or the peak strength
of the equivalent current dipole. Such analysis implies that
a unitary cortical response in a given area is driven to its full
strength by each tone and then decays passively and uni-
formly with time thereafter. In this work, we have relaxed
this assumption by allowing for the processing of acoustic
stimuli by distinct sets of neuronal pools, each having its
own characteristic activation pattern with distinct peak la-
tency and EMT lifetime.

After the onset of an auditory stimulus, many cortical
areas are excited over a wide area around the primary
auditory cortex well within 100 ms. Direct evidence from
intracranial recordings shows further that an omitted stim-
ulus in an otherwise regular train of stimuli excites some of
the same areas at about the same latencies (Hughes et al.,
2001), so the context within which a stimulus is presented
influences the response. In this work, we considered that the
evoked response depends on both the time interval to the
last stimulus and internal and external context. We defined
the history of previous stimuli as external context and the
history of brain activations as internal context, which related
more to the state of the subject rather than to direct re-
sponses evoked by stimuli. We used sequences of stimuli
with varying ISI (Fig. 1) to study the context sensitivity. If
the EMT lifetime depends on external (stimulus-related)
context and not just on the ISI of the last stimulus, then the
previous history of stimulation will influence the EMT. We
designed our stimulus sequence so that the dependence of
EMT lifetime on the previous history could be reliably

modeled for the last two ISIs within a sequence of different
ISIs. Internal context will manifest itself as changes of the
response to a stimulus modulated by brain activity, which is
not directly elicited by any of the stimuli. In general such
activations may occur anywhere in the brain and influence
the EMT. We restricted our investigation to internally gen-
erated activations that showed a direct influence on the
morphology of the auditory response evoked by external
stimuli.

A description of EMT in terms of purely localized ac-
tivity is unlikely to be realistic. The neuronal implementa-
tion of sustained activity is likely to involve local and
distant connections with multiple delay lines (Miller, 1996).
Some of the converging impulses may indeed lead to local-
ized activations, especially for early responses within or
close to the primary auditory cortex. It is not, however,
necessary that these responses will remain localized to one
or a few foci. In dealing with this problem we used an
analysis that does not rely on focal activation, but rather is
driven by the major features of the signal distribution to
identify the major classes of phenomena related to the EMT.
By limiting precision over unknown properties (number and
location of generators) and allowing more flexibility in the
form of the EMT we were able to identify laterality effects
which are very likely related to the different way the two
hemispheres deal with linguistic material.

Early studies documented well the left hemisphere dom-
inance in speech and language for right-handed humans, but
they tended to overemphasize the role of areas on the left
superior temporal lobe, without convincing physiological
explanations (Luria, 1970; Wernicke, 1977). Related re-
search conducted on lesioned epileptic patients made a step
forward and linked the handedness with language lateral-
ization, estimating that left-hemisphere language domi-
nance occurred in 96% of dextrals and 70% of sinistrals
(Rasmussen and Milner, 1977). Nevertheless, equally dis-
tributed speech response cells have been identified in the
middle area of the superior temporal gyrus in both hemi-
spheres (Creutzfeldt et al., 1989) and the isolated right
hemisphere of dextrals has been proved to perceive syntac-
tically simple spoken sequences (McGlone, 1984; Zaidel,
1985). These observations led to the flexible hypothesis that
both hemispheres provide routes to speech perception
(Hickok and Poeppel, 2000), but with preference of the
route from the left hemisphere under normal conditions
(Boatman et al., 1998). Hence, lateralization might have
been selected over bilateral representation because it im-
proves the temporal accuracy of sequential processing of the
incoming stream of acoustical events, by removing unnec-
essary delays imposed by the relatively slow interhemi-
spheric pathways (Ringo et al., 1994; Corballis, 1998). This
hypothesis is supported by recent findings showing that
temporal coding is preferentially processed in the left
auditory cortex, and appears to offer the most plausible
advantage for language lateralization (Robin et al., 1990;
Liegeois-Chauvel et al., 1999). Our results reveal an
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interhemispheric asymmetry of the EMT lifetime and a
handedness–gender interaction. This rather surprising result
is nevertheless in line with recent findings using imaging
(Gur et al., 1982) and anatomical (Amunts et al., 2000)
techniques and in agreement with the well-known “testos-
terone hypothesis” (Geschwind and Galaburda, 1987).

Materials and methods

Subjects and stimuli

The CTF whole head OMEGA system (151 axial gradi-
ometers) was used to record MEG signals from 24 subjects:
12 right-handed (6 males) and 12 left-handed (6 males),
with no history of otological or neurological disorders and
normal audiological status (air conduction threshold no
more than 10 dB hearing level). Handedness was estimated
using the Edinburgh Handedness Inventory (Oldfield,
1971). The experiment and its goals were described to the
subjects before they gave their informed consent to partic-
ipate. The subjects were instructed to listen passively to
auditory tones presented binaurally in four runs. The tones
were delivered using echo-free plastic tubes. Each tone (1
kHz, 60 dB nHL) had a duration of 200 ms (rise and fall
times of 10 ms). Each run contained 30 repetitions of a
block of stimuli. In each block, 9 tones were spaced in a
fixed sequence using 6 ISI values (1, 1.5, 2, 3, 5, and 8 s).
If the EMT lifetime depends on external (stimulus-related)
context and not just the ISI of the last stimulus, then many
previous stimuli should in theory be modeled. However,
since the EMT decay is relatively fast, retaining few terms
should be a good approximation for stimuli with fairly long
ISIs. This is also supported by the results of the EMT
lifetime estimation for blocked and interleaved presentation
of stimuli with different ISIs (Liu et al., 1998a). The stim-
ulus sequences were designed so that the dependence of the
EMT lifetime on the last two ISIs could be studied. The
onset-to-onset latency difference between the current stim-
ulus and the previous one is labeled as target ISI. The
onset-to-onset latency difference between the previous and
the one before stimuli is labeled as contextual ISI since it
approximates the stimulation history before the previous
stimulus. The sequences in the blocks were designed to
allow the cross-averaging of the responses following the
same target (first preceding) ISI but with equiprobable pre-
sentation of a different history of the contextual (second
preceding) ISI. We denote by sx�y

n the evoked response
elicited by a tone, which belongs to the nth block of a run,

preceded by an interstimulus interval x and conditioned by
a contextual (second preceding) interstimulus interval y.
This allows us to define the intra-run subaveraged response
s̄x�y as:

s�x�y �
1

N
�
n�1

N

sx�y
n , N � 30.

The cross-averaged (inter-run) response to a first preceding
ISI x is simply defined by:

s�x �
1

M
�

y

s�x�y, M � 6.

The design of the ISI sequences ensures that different his-
tories have equal contributions to the cross-averaged signals
(each target ISI is once and only once preceded by each of the
contextual ISI values). To avoid learning of the block se-
quences by the subjects, we used the passive listening para-
digm and short duration of each run. The short duration of each
run was also used to ensure reasonable alertness level and to
limit the subjects’ head movement during the recording.

Virtual sensor computation

The early peaks in the average MEG signal elicited by
auditory stimuli, particularly the M100, have predominantly
dipolar distributions. A weighted average can be defined
around each channel i as below:

VSi�t� � �
j�1

N

exp��� �rj � ri�
� � 2� · sj�t�,

where � is the characteristic length and sj is the MEG signal
measured by channel j, at the position vector rj. This
smoothing operation minimizes noisy contributions and can
be applied separately to the extrema of the dipolar pattern
(Liu et al., 1998b). Even more simply, the five channels (k1

to k5) that produced the most clear positive deflections and
the five channels (p1 to p5) that produced the most clear
negative deflections at the time of the M100 peak can be
selected to define the composite virtual sensor signal
(henceforth referred to as VS):

VS(t) �
1

5
��

i�1

5

VSki
�t� � �

i�1

5

VSpi
�t��.

The choice of sensors is made directly from the field maps
at the time of the peak activity, as shown in Fig. 2A. Using

Fig. 4. Examples of time-locked and non-time-locked activity. The rows illustrate segments extracted from the averaged VS signal (first), and the
corresponding averaged scalograms (second), phase-ordering factors (third), and Z score maps (fourth). The panels in the left column correspond to a segment
of consecutive short ISIs, while the panels in the right column illustrate a segment with a long ISI (both segments were extracted from the third run of the
experiment). The arrows on the color bar corresponding to the POF and Z score maps indicate the threshold of statistical significance (P � 0.01). (A) Subject
S1, right hemisphere. (B) Subject S20, right hemisphere. The clearest NTLA is indicated by heavy arrows on the averaged scalogram and Z score map.
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five (rather than one) sensors in each of the two subsets
ensures that the compound signal from generators between
the two sets of sensors is picked up almost evenly. The same
set of sensors remains close to the optimal for earlier or later
latencies in the period we have studied. The spatial sensi-
tivity profile of the VS (Fig. 2B) is broadly, but not exclu-
sively, focused on the auditory cortex (Liu et al., 1998b),
but it is considerably sharper than the very poor spatial
sensitivity profile of each sensor. It is sufficiently broad to
allow for contributions from extended regions or nearby
foci that might be activated at different latencies and/or in
different single trials. Activity from generators in or close to
the primary auditory cortex will contribute with one sign
(say positive) to neuromagnetometers located over the pa-
rietal area of the scalp and with the opposite sign (negative)
to neuromagnetometers over the anterior temporal area. A
latency dependence in the VS output can be generated by
either activity variations in spatially overlapping neuronal
pools or changes in relative strength in nearby but spatially
separated generators within the VS region of sensitivity.
The choice of VS for the analysis was made to match the
requirements of the study. The computational efficiency of
VS was an added bonus, which allowed us to follow the
activity in the auditory cortex with good efficiency over the
entire period and not just at the M100 peak.

Data fitting

The continuous data stream in each virtual sensor signal
was divided into 700-ms segments, each beginning 200 ms
before stimulus onset. A four sample (6.4 ms) moving
average was used to smooth out the small remaining high-
frequency fluctuations. The signal was further processed at
latencies with significant and consistent activation, selected
on the basis of the following simple rule: the signals fol-
lowing different ISIs must be either all positive or all neg-
ative. At these latencies, the least-square best-fit estimate
has been computed by implementing a gradient steepest
descent algorithm for a three-parameter model:

A�1 � e�t0�ISI�/��,

where A is the amplitude, t0 is the intercept or time of decay
onset, and � is the lifetime. The fitting criteria were further
restricted demanding that convergence of the fitting algo-
rithm to a tolerance of 0.001 is achieved within 10 itera-

tions. The goodness-of-fit has also been visually assessed at
each latency that passed the previous criteria. It should be
stressed that the lifetime parameter alone describes com-
pletely the shape of the model function: a low lifetime value
indicates a sharp decay of the EMT, while a high lifetime
parameter indicates a slow decay rate, or a longer persis-
tence of the EMT.

Asymmetry coefficients (AC) on the EMT maximal life-
time values were computed for each subject as:

AC �
�max

left � �max
right

�max
left � �max

right 	 100 (%),

Table 1
Summary of the lifetime (�) values and asymmetry coefficients

Subject Gender
(M/F)

Handedness
(RH/LH)/
laterality
quotient
(%)

� values (s)
at latency
L̄M100

Maximal �
values (s)

Asymmetry
coefficient
(%)

Left Right Left Right

S 1 M RH/100 1.6 1.4 5.5 2.2 43
S 2 M RH/100 1.0 0.8 5.1 2.9 28
S 3 M RH/90 0.9 0.8 5.2 3.6 18
S 4* M RH/50 0.9 0.6 4.5 1.0 64
S 5** M RH/50 1.5 1.2 4.1 2.5 24
S 6** M RH/40 2.4 1.8 4.7 2.9 24
S 7 F RH/100 1.0 0.7 6.0 1.1 69
S 8** F RH/100 1.3 0.9 5.2 3.1 25
S 9** F RH/100 1.2 0.9 4.4 2.2 33
S 10* F RH/100 1.3 1.1 5.1 2.6 32
S 11 F RH/100 1.3 0.6 5.5 2.7 32
S 12* F RH/58 2.0 1.7 4.4 2.9 21
S 13* M LH/100 1.1 0.7 3.00 4.1 �15
S 14 M LH/75 2.7 3.5 4.6 5.5 �9
S 15 M LH/50 1.5 1.1 5.8 4.3 15
S 16* M LH/30 1.8 1.3 2.9 3.0 �2
S 17 M LH/50 0.6 0.5 3.4 3.4 0
S 18* M LH/80 2.5 2.2 4.7 5.4 �7
S 19* F LH/100 2.3 2.6 7.8 4.4 28
S 20* F LH/80 1.1 1.3 3.7 1.9 32
S 21 F LH/70 1.2 0.8 5.7 3.2 29
S 22 F LH/70 1.5 0.6 4.6 1.1 61
S 23* F LH/64 3.4 1.9 6.0 4.1 19
S 24 F LH/30 1.4 1.7 4.4 2.2 33

Note. The table shows the � at the mean M100 latency (L̄M100) and the
maximal � value in the temporal window between 70 and 140 ms.

* Fitting was performed after excluding the averaged signals at ISI �
8 s.

** Fitting was performed after excluding the averaged signals at ISI �
5 s and ISI � 8 s.

Fig. 5. NTLA influence on the next response to an external stimulus. The traces in each panel are two responses following target ISIs of 8 s (s8�5 and s8�1)
and one response with combined target and contextual ISI of nearly 8 s. Only the s8�5 trace was preceded by high NTLA (in both hemispheres). Although
s8�5 and s8�1 have the same target ISI value, the overall amplitude is decreased more in s8�5. The signal is from subject S20 (female, left-handed), whose NTLA
is displayed in figure 4B. The s8�5 response resembles the response with combined target and contextual ISI of nearly 8 s, suggesting that NTLA produces
a similar effect as a veridical response to an external stimulus occurring at the time of NTLA. (A) Signals from the left hemisphere. (B) Signals from the
right hemisphere.
Fig. 6. Example of EMT lifetime estimation for one right-handed subject (S1). (A) Evoked responses at different ISIs (left hemisphere). (B) Lifetime of the
echoic memory versus latency (left hemisphere). (C) Evoked responses at different ISIs (right hemisphere). (D) Lifetime of the echoic memory versus latency
(right hemisphere). (E) Curve fitting at latencies 104 ms (M100 peak) and 128 ms (corresponding to the maximal lifetime values).
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where �max
left and �max

right are the maximal lifetime values in a
time window between 70 and 140 ms for the left and right
hemispheres, respectively.

Wavelet analysis

The Pseudo-Continuous Wavelet Transform (PCWT;
Vetterli, 1995) decomposes a signal into a set of time
sequences distributed in different frequency bands across
the time-frequency plane, by convolution with dilated and
translated versions of a mother wavelet. Each single block
(trial) signal was convoluted by a Morlet wavelet (complex
conjugated gaussian function). The Morlet wavelet was
selected because it is defined by an explicit, easy to compute
function, and it is based on the Gaussian window, which is
the best compromise for the time and frequency resolutions.
Furthermore, it allows complete flexibility in setting the
PCWT to have a desired frequency resolution at any par-
ticular frequency. The wavelet family used in the present
study had a temporal resolution of 400 ms at 3 Hz and 40 ms
at 30 Hz, and a bandwidth of 1 Hz at 3 Hz and of 10 Hz at
30 Hz. The resulting spectrotemporal map (scalogram) pre-
serves information about both the latency and frequency of
the transient signal components. Specifically, we computed
the averaged scalograms in conjunction with phase-ordering
factors (POFs) and time-frequency maps of Z scores ex-
tracted from PCWT. A scalogram derived from the average
VS signal provides information about time-locked activa-
tions that survive the averaging process. The average of
single trial scalograms preserves both time-locked and non-
time-locked contributions to the single trial VS signal. A
nonparametric sign test was used to assign statistical signif-
icance of non-time-locked activations (NTLA) for each
time-frequency interval over a selected time period in the
stimulation sequence. The POF, which refines the phase
averaging in frequency domain (Jervis et al., 1983), was
used to estimate the phase distribution of the VS compo-
nents and its statistical significance. The POF is indepen-
dent of the signal amplitude and provides information about
the time locking of the significant activations revealed by
the averaged scalogram.

The time-frequency energy was compared for each sin-
gle trial with its median value in the baseline, computed
from 5-s recordings at the beginning of each run. The Z
value was defined at each time-frequency point as follows:

Z�t, f0� �
N��t, f0� � 0.5N

0.5�N
,

where N� (t, f0) denotes the number of single trials with
energy E (t, f0) above the baseline median value, and N is
the total number of single trials. Tabulated probability val-
ues indicate that P � 0.01 when Z(t, f0) 
 2.33. A statistical
Rayleigh test was employed in order to check the uniformity
of the angle distribution on the unit circle. For 30 single
trials (blocks in each run), critical Rayleigh values indicate

that the 0.01 error level corresponds to phase ordering
factors greater than 0.387.

To address the question of how the NTLA affect the
morphology of the immediately following response to a
tone, we have compared the subaveraged signal sx�y (x ac-
counts for the target ISI, while y accounts for the contextual
ISI), which is preceded by a consistent self-excitation hav-
ing a peak wavelet energy localized at �t before the stim-
ulus onset, with the responses s�t��1�x��t��2

, where �1 and
�2 allow for the weak time-locking of the self-excitations.
Both values �t � �1 and x � �t � �2 must be equal to some
of the ISI values used in our experiment and as close as
possible to the values �t and x � �t, respectively. To
achieve the last criterion, the absolute values of the jitters
were restricted by:

��1� � ��2� � 1 s.

Two aspects of this analysis must be clearly stated: first,
such a comparison became possible only in cases when both
x � �t and �t are close to some of the pre-established ISI
values used in our experiment; second, in some of these
cases there were two candidate signals that can meet the
above criteria—one of these cases will indeed be described
in the following sections.

Co-registration with anatomical MRI scans

The subject’s head position relative to the MEG sensors
was determined by the localization of the center coordinates
of three orthogonal coils fixed on the subject’s skin at
nasion, left, and right preauricular positions. Since the main
analysis of the data was planned with virtual sensors, only
a rough outline of the head was obtained for the majority of
subjects using the Polhemus FASTRAK 3D Digitizer (Pol-
hemus Inc., Colchester, VT). For a small subset of subjects
a complete headshape outline was collected to allow accu-
rate surface matching with the segmented skin surface from
MRI data. For subjects with complete head shape outline
digitization, the accurate knowledge of the sensor position
with respect to the subject head allowed the accurate rep-
resentation of the reconstructed activity in anatomical
space, and correspondingly accurate displays of superim-
posed functional and anatomical images (Fuchs et al.,
1995).

Distributed source analysis

The current density throughout the brain was estimated
using the CURRY 4.5 source localization software (Philips
Res. Lab.), with a minimum L2-norm constraint for the
currents (Hämäläinen and Ilmoniemi, 1994). The source
reconstruction was performed using a realistically shaped
volume conductor model (BEM, Fuchs et al., 1998), which
requires a tessellated representation of the inner and outer
skull and scalp surfaces (Fig. 3). The head/brain compart-
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ments were semiautomatically segmented from MRI data by
a fast 3D region-growing algorithm and then triangulated
using a thinning algorithm with different radii (Wagner et
al., 1995). The individual in vivo tissue conductivities are
not known (Geddes and Baker, 1963), but there is only a
very weak dependence on the conductivity ratios of the
BEM model compartments used. We thus used the default
values from CURRY, 0.33, 0.0042, and 0.33 for the skin,
skull, and liquor compartments, respectively. MEG recon-
structions using realistic volume conductor models are
prone to overemphasizing quasi-radial current components
due to their small gain (Menninghaus and Lutkenhoner,
1995). In order to limit this effect, as well as to avoid
overfitting the noise in the measured data, the L-curve
regularization was performed (Hämäläinen and Ilmoniemi,
1994).

The minimum L2-norm solution was computed at laten-
cies between �100 and 400 ms relative to the stimulus
onset. The source space was defined as a regular grid of
points distributed in 34 parallel planes equally spaced at 5
mm (the in-plane distance between points was also 5 mm in
each direction). The sources were further constrained to be
at least 3 mm inside the liquor boundary. A magnetic coil
quadrature of 9 points/coil was used in order to improve the
accuracy of the forward problem. The source reconstruction
was performed using a diagonal location-weighting matrix
for depth bias removal.

Results

Identification of non-time-locked activations

For quantitative analysis we computed the output of VS,
defined by the weighted sum of a subset of signals selected

at the dominant M100 response. A VS was separately de-
fined for each subject and hemisphere (Fig. 2A). Wavelet
analysis was employed to compute the energy in the time-
scale or time-frequency plane and hence quantified the level
of NTLA. Significant spontaneous NTLA was observed in
16 of 24 subjects on the long silent intervals (8 s), especially
on those preceded by long contextual ISIs (5 or 8 s). The
NTLA was rarely identified at short ISIs. In some cases the
highest NTLA activity was detected after a silent temporal
segment equal in duration to the preceding (contextual) ISI,
which may be similar in origin to a response to an omitted
stimulus, as observed in other MEG studies (Joutsiniemi
and Hari, 1989; Rogers et al., 1992; Raij et al., 1997). Fig.
4 shows examples of VS output and their wavelet analysis
for the same two segments for two subjects. The first seg-
ment contains tones with short ISIs (beginning of run 3 in
Fig. 1), with onsets at 0, 1, 3, 5, 6.5, and 7.5 s. The second
segment contains the next two stimuli from the same run,
with onsets at 12.5 and 20.5 s. The first subject (Fig. 4A)
shows no noticeable NTLA in either segment while the
second subject (more typical for the group, Fig. 4B) shows
clear NTLA in the segment with long ISI. The evoked
responses are clear on the averaged block signals as well as
on the averaged wavelet scalograms and Z score diagrams
for both subjects. The highest NTLA (marked by a heavy
arrow) for the second subject is at 18 s, when no stimulus
was delivered. The non-time-locked nature of this endoge-
nous activation is confirmed by the low POF values, while
the relatively large Z scores provide statistical confirmation
for persistent NTLA across single trials. Closer inspection
of the single trial VS output reveals that significant NTLA
is present either as a well-defined transient response or as a
sustained train of alpha oscillations lasting for about 500
ms. It should be stated that the peak of the NTLA energy on
the averaged scalograms is always noticed at frequencies
where the summation of the spectral energies of the two
patterns observed in different single trials is maximal. The
time interval between the occurrence of the highest NTLA
and the onset of the previous tone is close to the value of the
preceding ISI, i.e., 5 s (see run 3 in Fig. 1), which suggests
that at least in some of the single trials a response to an
“omitted stimulus” is generated. The responses evoked by
stimuli were clearly identified for all subjects in frequency
bands ranging from 5 to 12 Hz, while the NTLA activity ex-
tended in slightly lower frequency range, i.e., from 3 to 10 Hz.

We explored the question of how these second-order
activations drive new memory traces and affect the response
to the next external stimulus by contrasting the averaged
responses from three sets of trials. The first two sets have
the same long target ISI, x � 8 s, but one has little or no
significant NTLA while the other has high NTLA spread
around a (virtual) target ISI �t � 2.75 s. The third average
comes from single trials with the sum of contextual and
target ISI close to x, and (true) target ISI close to �t.

Fig. 7. Interhemispheric comparison of the maximal lifetime values. The
right-handed subjects (males and females) show a marked interhemispheric
asymmetry, with lifetime values prolonged on the left hemisphere. A shift
toward symmetry is clearly noticed in left-handed males, but was not
evident in left-handed females. (L) and right hemisphere (R).
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According to the criteria described in the previous section,
for �t � 2.75 and x � �t � 5.25, two candidate subaver-
aged signals were available for comparison, i.e., s2�5 and
s3�5. Despite the relatively low SNR afforded by just 30
single trials, all cases in which such a comparison was

possible showed that high NTLA leads to reduction in the
average response to the next real external stimulus, as Fig.
5 demonstrates.

Estimation of the EMT lifetime

Fig. 6 illustrates the evoked responses at different ISIs
and the fitting parameter � versus latency for subject S1, left
and right auditory cortex, respectively. Around each major
positive and negative deflection of the VS signals, the de-
pendence of the activation strength on ISI was well-de-
scribed by the exponentially saturating function over ex-
tended latency segments. In between these latency ranges
the responses were close to zero, producing too few average
signal values with high SNR at different ISIs to attempt a
good fit. The latency dependence of the parameter � splits
into segments that repeat around each peak of the signal. In
the left hemisphere lifetime values in each segment increase
with latency, while on the right a segment has an inverted
“U” shape. Fig. 6E shows the VS data and the correspond-
ing fitting function at two latencies, one at the M100 peak
(104 ms) and the other on the descending part of M100 (128

Fig. 8. Comparative evaluation of the current density reconstructions for
subjects S2 (right-handed male, A) and S14 (left-handed male, B). The
cortical activations are shown in lateral views at early and late latencies
around M100 peak. Different columns illustrate the activations in the left
(L) and right hemisphere (R).

Fig. 9. The VOI definition for the subject S2 (right-handed male), left
hemisphere (A), and the corresponding activation curves (B).
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ms). The EMT lifetimes at the M100 peak are very similar
(1.6 and 1.4 s) on the left and right hemispheres, but very
different on the descending part of M100, with much longer
decay lifetimes on the left hemisphere (� values increase up
to 5.5 s) than on the right hemisphere (� values increase up
to only 2.2 s).

The results shown in Fig. 6 are broadly representative
across subjects at the M100 peak. The maximal � value
(usually on the descending part of M100) varies consider-
ably across subjects with evidence of laterality dependence
on gender and handedness. Table 1 summarizes the results
of the lifetime estimation (�) across subjects for the left and
right auditory cortex at the mean latency of the M100 peak
(denoted by L̄M100) and the maximal values in a time
window between 70 and 140 ms. In some cases no accept-
able fit was obtained at latency L̄M100, and for the closest
latency with a good fit was chosen. For many subjects a fit
to the exponentially saturating function could only be ob-
tained after the set with the longest ISI was excluded. For
four right-handed subjects (two males), two sets with the
longest ISIs (5 and 8 s) had to be excluded. The deteriora-
tion of signal quality for the excluded sets of long ISIs was
associated with high NTLA activity, which was particularly
persistent in the two right-handed females. Strong lifetime
asymmetry appears just after the M100 peak latencies. For
all right-handed male and all female subjects the descending
part of M100 has longer � values on the left than on the right
hemisphere. The left-handed males are the only subjects
with comparable maximal � value on the two hemispheres.

Multiple ANOVAs with appropriate Bonferroni correc-
tions of the significance levels were employed to test the
effects of handedness and gender, as well as their possible
interaction. Two separate three-way ANOVAs in which the
independent variables were handedness, gender, and hemi-
sphere were used to assess the dependence of the lifetime
values at M100 peak and of maximal lifetime values, re-
spectively. A significant main effect of hemisphere (F �
39.58, P � 0.001) and a gender by hemisphere interaction
(F � 7.07, P � 0.011) emerged for the maximal lifetime
values. Moreover, the handedness by hemisphere (F � 5.23,
P � 0.028) and the handedness by hemisphere by gender (F
� 4.36, P � 0.043) interactions were close to the corrected
significance level. No significant main effects or interac-
tions (P 
 0.05) were present for lifetimes at L̄M100. A
separate two-way ANOVA was also employed in order to
test the effects of handedness and gender on the asymmetry
coefficients. The asymmetry coefficients show significant
main effects of handedness (F � 9.89, P � 0.005) and
gender (F � 9.72, P � 0.005), as well as a significant
handedness by gender interaction (F � 8.1, P � 0.009). The
statistical analysis shows that the EMT lifetime is similar on
the left and right hemispheres at the M100 peak latency but,
for later latencies, high EMT lifetimes are encountered with
laterality that depends on handedness and gender (Fig. 7).

Source localization results

Fig. 8 shows examples of current density reconstruction
for subjects S2 (right-handed male) and S14 (left-handed
male). The displays show activations on the superficial
cortical surface at early and late latencies around the M100
peak for the left and right hemisphere. The activation pat-
terns show that sites in the vicinity of the temporal–parietal
junction were typically responsive to the tone stimuli in all
subjects, but the precise location and the temporal interplay
between their activities depends on hemisphere and hand-
edness. The cortical activation is identified first within the
primary auditory cortex (Brodmann area 41) or close by in
both hemispheres and extends with latency toward areas of
the auditory association cortex, including areas of the pos-
terior temporal–parietal junction, across the supratemporal
gyrus and planum temporale (which includes the Wernike’s
area of the language dominant hemisphere). Significant ac-
tivation patterns were consistently observed for about 30 ms
around the M100 peak in parietal areas (supramarginal and
postcentral gyri) of both hemispheres. The same findings
have been reported in a recent study using intracranial
recordings of middle-latency responses to auditory stimuli
(Hughes et al., 2001). For long latencies (after 130 ms) we
noticed the consistent activation of the right hemisphere
homologue of the Broca’s area (inferior frontal gyrus),
which was recently suggested to be involved in processing
of the musical syntax (Maess et al., 2001). Particularly, the
activation of the posterior part of the superior temporal
gyrus and around the posterior end of the Sylvian fissure in
the left hemisphere of the right-handed subject reveals a
secondary generator which is well-separated in space (by
almost 2 cm) from areas encompassing the primary auditory
cortex (primary generator). A secondary generator was also
present on the right hemisphere of the right-handed male,
but it was not as clearly separated in space and time from
the primary generator as in the left hemisphere. A clear
spatial separation between an early anterior and a late pos-
terior generator was not noticed in either of the two hemi-
spheres of the left-handed male. In order to track the time
course of the activation in the primary and secondary gen-
erators which were most clearly distinguished in the left
hemispheres of the right-handed subject, the modulus of the
current density estimate was separately integrated over two
spherically shaped volumes of interest (VOIs) defined as
shown in Fig. 9A. The time course of the activations of the
primary generator and the more posterior generator on the
left hemisphere of the right-handed subject were distinct,
with the posterior generator peaking later than the primary
generator. The corresponding activation curves (Fig. 9B)
show that the primary generator peaks at 78 ms, while the
secondary generator peaks 25 ms later. The fact that the
secondary generator dominates the auditory response at late
latencies of M100 (where EMT lifetime asymmetry was
actually detected) suggests that it is a candidate source to
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explain the interhemispheric asymmetry in the lifetime of
the echoic memory for right-handed subjects.

Discussion

Earlier studies explored the properties of the EMT
through estimates of the activity in one or two cortical
auditory areas. It is very likely that the latency dependence
of the echoic memory lifetime is a property of the wider
auditory system, which is not limited to either the primary
auditory cortex or any one subarea: if synchronization of
different oscillatory sources contributes to the compound
MEG signal, then this will be missed in a model postulating
separate sources. The present study has put the emphasis on
the latency dependence, and hence indirectly allowed for the
existence of multiple EMTs. Given the clear difference
between the left- and right-handed male subjects, we recon-
structed the spatiotemporal activations in the brain for one
left- and one right-handed male, for which accurate head-
shape outlines were available to allow precise superimpo-
sition of functional and anatomical data. The reconstruc-
tions provided a glimpse of the complexity involved, as
demonstrated in Fig. 8, but also provided hints about the
generator structure, which might be responsible for the
observed laterality and gender effects.

The wavelet analysis revealed NTLA and allowed us to
identify its effect (lower amplitude) on the next evoked
response. As the quantitative estimation of the EMT life-
times requires a precise knowledge of the silent time inter-
val between consecutive activations, data strongly influ-
enced by NTLA were treated as deviant and were excluded
from the EMT parameter fitting. Different mechanisms may
account for the NTLA generation across subjects or even in
different single trial signals recorded from the same subject.
We have already pointed out the similarity of NTLA to
responses to omitted stimuli. NTLA may be related to an
attentional switching rhythm with periodicity of about 3 s
(Pöppel, 1997). Effortless primitive partitioning and tempo-
ral integration are present for intervals of up to 3 s, such as
the subjective structuring of continuous auditory streams
(Szelag et al., 1996) and temporal segmentation of speech
(Vollrath et al., 1992). The NTLA bias for long silent
intervals can be explained by assuming that each incoming
train of tones used in the present study resets such an
attentional switching rhythm. NTLA will then be seen only
for long ISIs (5 and 8 s), i.e., when the gap between auditory
events exceeds the universal time constant of 3 s. This effect
was slightly stronger in the left hemisphere, especially on
the descending part of M100. The correlation between the
NTLA presence on long silent intervals (ISI � 5, 8 s) and
the decrease in amplitude of the next response to an external
stimulus offers a potential explanation for the dependence
of mismatch negativity (MMN) on ISI. Specifically, the
MMN elicited by physically deviant stimuli in a homoge-
neous sequence of standard stimuli (Näätänen, 1990) had
amplitude that increased up to only an ISI value of 3 s

(Sams et al., 1993). Moreover, NTLA and its preferential
occurrence on long silent segments may also relate to
sleepiness, which is known to decrease the auditory
evoked response amplitude (Weitzman and Kremer, 1965;
Fruhsthorfer and Bergstrom, 1969; Wesensten and Badia,
1988) and was previously documented by a reactive ‘tau’
rhythm of the auditory cortex (Lehtelä et al., 1997). The design
of our experiment, however, does not allow us to distinguish
between the mechanisms of NTLA generation listed above.

The key finding of our work is the evidence of hemi-
spheric lateralization for EMT with long lifetimes, which
depends on gender and handedness. The interhemispheric
asymmetry of the EMT lifetime was not evident at the
signal peaks, and this may explain why previous studies
failed to detect it. The increase in the EMT lifetime at long
latencies is due to a higher dispersion of the signal ampli-
tude on the descending part of the M100 for different ISIs
(Fig. 6). This is consistent with the published data from
other laboratories, as seen in Fig. 3 of Mäkelä et al. (1993).
However, the absence of handedness and gender effects in
the Mäkelä et al. study cannot be discussed since no informa-
tion was provided about the handendness of the subjects, and
the results from males and females were pooled together.

Although left hemisphere language dominance has been
well-documented, the underlying physiological basis of
speech and language processing remains a major challenge
for cognitive neuroscience, as most aspects are still obscure
or under debate. Compared to the great number of recent
studies on speech perception, little work has been done on
assessing the echoic memory and its possible implication in
the subsequent processing of speech by the human brain.
The echoic memory is essential for integrating the succes-
sive neuronal imprints and grouping the perceptual features
whenever acoustic information (particularly speech or me-
lodic signals) is continuously presented. The present study
shows that the left hemisphere is characterized by signifi-
cantly higher lifetimes of the memory traces in dextrals
(males and females), which suggests that the echoic mem-
ory may play a genuine role in the different subsequent
perceptual analysis of the input acoustical streams in the
two hemispheres. While each hemisphere appears capable
of constructing sound-based representations of heard
speech, these processing streams may be differentially mod-
ulated by the longer lasting memory traces in the left audi-
tory cortex. Larger decaying lifetimes imply sustained pro-
longed firing that may reflect a higher degree of lateral
connections in the left hemisphere. Asymmetry in anatomy
between left and right auditory areas in dextrals includes
differences in the layout of the intrinsic connections and
microcircuitry organization (Galuske et al., 2000), which
could sustain prolonged firing and hence longer EMT life-
times. Temporal information coding and its left hemisphere
advantage may be founded on these persistent activations
which augment cellular mechanisms for neural delays such
as inhibitory post-synaptic potentials and rebound excita-
tions (Jaffe, 1992), or intrinsic oscillations (Miall, 1989).
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The proposal that association connections on the left hemi-
sphere include a higher proportion of slow axons than those
on the right hemisphere may also offer the biological basis
of the cerebral assymetry in the persistence of the neural
trace established by an acoustical event (Miller, 1996).
Meaningful processing of acoustic signals requires neural
delay lines (Bankes and Margoliash, 1993), which allow the
coupling of activations induced by a current acoustical
event with the delayed responses from preceding events.
Delay lines have been suggested to be crucial for represent-
ing temporal patterns. A neuronal network that has the
capacity to integrate a large repertoire of brief acoustical
events (which may occur in spoken language, for example)
would need a correspondingly rich repertoire of delay lines.
Thus, an alternative interpretation of the larger maximal
lifetime values on the left hemisphere, which was noticed in
all right-handed subjects and in the left-handed females,
consists of a higher dispersion of the lifetimes, as exempli-
fied in Fig. 6.

Gender differences in brain function lateralization and
especially the study of gender–laterality interaction has
been controversial because of the large variability of ob-
servables within a given gender and handedness group
(Spinger and Deutsch, 1989). Greater deficits in visuospatial
tasks after right hemisphere temporal lobe removal and
greater deficits in verbal tasks after left temporal lobe re-
moval were identified only in males (Lansdell, 1962). An
intriguing similarity was observed in cerebral blood flow for
male and female right-handed subjects (Gur et al., 1982),
while in a separate study, anatomical asymmetry of the
human motor cortex was associated with handedness in
males but not in females (Amunts et al., 2000). The testos-
terone hypothesis offers a speculative, but all-embracing,
solution to the lateralization–gender findings and links
many earlier studies in diverse fields, from behavioral def-
icits of the body’s immune system to a range of disorders
like dyslexia (Geschwind and Galaburda, 1987). The evi-
dence for gender–laterality dependence reported in our
study was drawn from MEG data with a modest number of
subjects; verification of these results with more subjects as
well as identification of behavioral correlates of the EMT
lifetime and its asymmetry will be addressed in future stud-
ies. Our results nevertheless show that probing the latency
dependence of the EMT with MEG may be a very sensitive
tool for studying mechanisms governing perception of sub-
tle differences in the timing of acoustic speech transients,
which may contribute to understanding changes following
aging (Sommers, 1997) and failure in aphasia.
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Hari, R., Pelizzone, M., Mäkelä, J.P., Hällström, J., Leinonen, L., Lounas-
maa, O.V., 1987. Neuromagnetic responses of the human auditory
cortex to on- and offsets of noise bursts. Audiology 26, 31–43.

Hickok, G., Poeppel, D., 2000. Towards a functional neuroanatomy of
speech perception. Trends Cogn. Sci. 4, 131–138.

Hughes, H.C., Darcey, T.M., Barkan, H.I., Williamson, P.D., Roberts,
D.W., Aslin, C.H., 2001. Responses of human auditory association

1074 A.A. Ioannides et al. / NeuroImage 19 (2003) 1061–1075



cortex to the omission of an expected acoustic event. NeuroImage 13
(6), 1073–1089.

Jaffe, S., 1992. A neuronal model for variable response latency, in: Eeck-
man, F.H. (Ed.), Analysis and Modeling of Neural Systems, Kluwer,
Boston, pp. 405–410.

Jervis, B.W., Nichols, M.J., Johnoson, T.E., Allen, E., Hudson, N.R., 1983.
A fundamental investigation of the composition of auditory evoked
potentials. IEEE Trans. Biomed. Eng. 30, 43–50.

Joutsiniemi, S.L., Hari, R., 1989. Omission of auditory stimuli may acti-
vate frontal cortex. Eur. J. Neurosci. 1, 524–528.

Lansdell, H., 1962. A sex difference in effect of temporal lobe neurosur-
gery on design preference. Nature 194, 852–854.
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